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We analyze the energy flow during the scattering of a plane wave by a small homogeneous cylinder in the vicinity of surface-plasmon resonance, where \( \varepsilon' = \text{Re} \varepsilon = -1 \) (\( \varepsilon \) stands for permittivity). For the case of small dissipation, \( \varepsilon'' = \text{Im} \varepsilon \ll 1 \), this scattering can strongly deviate from the classical dipole approximation (Rayleigh scattering). In certain specified cases, the Rayleigh scattering is replaced with an anomalous light scattering regardless the wire smallness. The phenomenon is based on interplay of the usual dissipative and radiative damping, where the latter is related to inverse transformation of localized resonant plasmons into scattered light. The anomalous light scattering possesses a variety of unusual features, such as an inverse hierarchy of optical resonances and a complicated near-field structure, which may include optical vortexes, optical whirlpools, and other peculiarities in nanoscale area.
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I. INTRODUCTION

Since the time when Lord Rayleigh studied the problem of light scattering by a cylinder for the first time, it was analyzed in detail in later investigations of Wait, Kerker, and other authors; see Ref. 2. This problem has an exact solution, which, in fact, is quite comparable to the classical Mie theory. The fields around the cylinder are generally investigated in terms of specific far-field quantities, such as absorption, scattering, and extinction cross sections, or its far-field scattering diagram. These far-field characteristics are sufficient to explain many effects in optical tomography, meteorology, and astrophysics, and some applications, e.g., with cylindrical lens. More detailed information follows from the analysis of near-field effects and investigation of the energy flux (Poynting vector). Although this problem also refers to the classical problem of electromagnetism, it is attracting attention even now; see, e.g., Refs. 8–10. With the development of nanotechnologies, this problem has become especially important lately due to the studies of light scattering by thin cylinders, fibers, and nanowires. It is important for various modern applications, e.g., field concentration for nanopatterning with nanowires, plasmonic nanolithography, and near-field optical microscopy; astigmatic optical tweezers, nonlinear optics in nanowires, etc.

In spite of the importance of the mentioned problems, up to now the description of light scattering by small objects still has been based on the concept introduced by Rayleigh, where the small scatterer is treated as an electric dipole (a point dipole for a sphere or a linear dipole for a wire). From this approximation, the well-known formulas for scattering cross sections follows (see, e.g., Ref. 4):

\[ Q_{\text{sca}} = \frac{\pi^2}{4} \left( \frac{n^2 - 1}{n^2 + 2} \right)^2 q^2, \quad \text{for sphere}, \tag{1} \]

and

\[ Q_{\text{sca}} = \frac{8}{3} \left( \frac{n^2 - 1}{n^2 + 2} \right)^2 q^2, \quad \text{for cylinder}. \tag{2} \]

Equations (1) and (2), according to Ref. 4, are written in normalized dimensionless units; to find dimension cross sections \( Q_{\text{sca}} \), one should multiply \( Q_{\text{sca}} \) to geometrical cross section \( \sigma_{\text{geom}} \). For a sphere \( \sigma_{\text{geom}} = \pi a^2 \), where \( a \) is the radius of the spherical particle. For a cylinder \( \sigma_{\text{geom}} = 2\pi aL \), where \( a \) is the radius of the wire and \( L \gg a \) is the length of the cylinder. Value \( q = 2\pi nan_m/\lambda \) presents the size parameter, \( \lambda \) is the light wavelength, and \( n_m \) is the refractive index of the media. Complex refractive index of the particle is given by \( n_p \); value \( n = n_p/n_m \) presents the relative variation of refractive index, the relative dielectric permittivity is given by \( \varepsilon = \varepsilon_p/\varepsilon_m \).

Equations (1) and (2) have resonant denominators, which diverge at \( n^2 = -2 \) (for sphere) and \( n^2 = -1 \) (for cylinder). The physical meaning of the divergence is well known. When the frequency of the dipole eigenmode (surface localized plasmon) equals the one for the incident light, one has the case of resonance. If the dissipation rate is zero the amplitude of the resonant mode should diverge. The conventional way to avoid the divergence is to include finite dissipation, thus, with \( \text{Im} \varepsilon \neq 0 \) expressions (1) and (2) remain finite.

However, as it was shown in Ref. 16, in addition to the usual dissipation the problem in question must possess the “radiative” damping, existing even at zero dissipation rates. This radiative damping is related to emission of electromagnetic waves due to inverse transformation of localized plasmons into propagating electromagnetic radiation. Taking into account this effect, one should replace Eqs. (1) and (2) by other expressions, obtained from the exact Mie solution or a similar solution for a cylinder, which includes the radiative damping explicitly. Interference of this scattered wave with an incident wave produces a complex near-field pattern, which leads to complicated bifurcations of the energy flux around the particle. This pattern is different from the pattern,
produced by Rayleigh scattering. For the case of a sphere, this complicated pattern was analyzed recently in Refs. 18–20, but we did not find in literature analysis for the case of a thin wire. We should emphasize that the effects of anomalous scattering are too complicated to see in the far field for the majority of investigated metals, such as gold, silver, and platinum. However, they can be quite pronounced in the near field.

Thus, the purpose of this paper is to discuss the anomalous light scattering and the peculiarities of the energy flux around a thin wire with surface plasmon resonance. It will be shown that in the specified region of parameters a thin wire produces a complicated near-field pattern. It gives controllable changes of the near field structure with changes of the incident light frequency.

II. SCATTERING AMPLITUDES AND PLASMON RESONANCES

Following Ref. 6, we consider a nondissipative media and a nonmagnetic circular cylinder of radius \( a \); \( z \) is the cylinder axis. Thus, \( \mu_m = \mu_p = 1 \), \( \varepsilon_m = n_m^2 \), where \( \mu_m \) and \( \mu_p \) are magnetic permeabilities, \( n_m \) stands for the refractive index of the media and we additionally consider \( \text{Im} \, \varepsilon_m = 0 \). In principle, the absorbing media can also be treated employing the method suggested by Ruppin. The dielectric permittivity of the cylinder is given by \( \varepsilon_p = n_p^2 \), where \( n_p \) stands for the complex refractive index. Considering fields \( \mathbf{E}, \mathbf{H} \propto e^{-i\omega t} \), one should use the solution of the vector Helmholtz equation \( \mathbf{E} + k^2 \mathbf{H} = 0 \) (and a similar equation for magnetic field \( \mathbf{H} \)), which should satisfy the boundary conditions for continuity of tangential components of the field on the surface of the cylinder. Inside the cylinder \( k^2 = \frac{\varepsilon_p}{\mu_p} \) and outside the cylinder \( k^2 = \frac{1}{\mu_m \varepsilon_m} \), where \( \varepsilon_m = 2\pi n_m / \lambda \). The desired solution can be expressed through the eigenfunctions of the scalar wave equation \( \Delta \psi + k^2 \psi = 0 \) in cylindrical polar coordinates \( \{r, \varphi, z\} \)

\[
\psi_n(r, \varphi, z) = Z_n(\rho)e^{i\varphi}e^{ihz}, \quad \rho = r\sqrt{k^2 - h^2},
\]

where \( h \) is the separation constant and \( Z_n(\rho) \) is the appropriate Bessel function. For the internal region, one should use the Bessel function \( J_n(\rho) \), and for the media around the cylinder, one should use the \( i \) function \( H_n^{(1)}(\rho) = J_n(\rho) + iN_n(\rho) \) to satisfy the emission condition at infinity. It is well known that the surface plasmons are excited in the case of perpendicular polarization, \( \mathbf{E} \perp z \) (TE mode) and are not excited with \( \mathbf{E} \parallel z \) (TM mode). Thus, we will discuss the particular case of TE mode. Let us first consider the normal incidence of radiation. For this case, the separation constant \( h \) in (3) is zero and the incident, scattered, and transmitted fields are presented by simple formulas. Employing the linearity of the Maxwell equations, we normalize the vector of the incident electric field, \( |\mathbf{E}^{(0)}| = 1 \). Then the incident fields (indicated by index \( i \)) are given by

\[
E_r^{(i)} = \sin \varphi e^{-ik_m r} \cos \varphi, \quad E_\varphi^{(i)} = \cos \varphi e^{-ik_m r} \cos \varphi, \quad H_z^{(i)} = -e^{-ik_m r} \cos \varphi.
\]

The scattered fields (indicated by index \( s \)) are expanded in terms of Hankel functions

\[
E_r^{(s)} = -\frac{1}{k_m r} \sum_{\ell = -\infty}^{\infty} (-i)^\ell a_{\ell} H_{\ell}^{(1)}(k_m r)e^{i\ell \varphi},
\]

\[
E_\varphi^{(s)} = -i \sum_{\ell = -\infty}^{\infty} (-i)^\ell a_{\ell} H_{\ell}^{(1)}(k_m r)e^{i\ell \varphi},
\]

\[
H_z^{(s)} = \sum_{\ell = -\infty}^{\infty} (-i)^\ell a_{\ell} H_{\ell}^{(1)}(k_m r)e^{i\ell \varphi}.
\]

The transmitted fields inside the cylinder (indicated by index \( t \)) are written in the form

\[
E_r^{(t)} = \frac{1}{k_p r} \sum_{\ell = -\infty}^{\infty} (-i)^\ell b_{\ell} J_{\ell}(k_p r)e^{i\ell \varphi},
\]

\[
E_\varphi^{(t)} = \sum_{\ell = -\infty}^{\infty} (-i)^\ell b_{\ell} J_{\ell}(k_p r)e^{i\ell \varphi},
\]

\[
H_z^{(t)} = -n_p \sum_{\ell = -\infty}^{\infty} (-i)^\ell b_{\ell} J_{\ell}(k_p r)e^{i\ell \varphi}.
\]

Prime denotes the derivative over the entire function’s argument, i.e., \( J'_\ell(z) = dJ_{\ell}(z)/dz \), etc. The amplitudes \( a_\ell \) and \( b_\ell \) are defined according to the following expressions:

\[
a_\ell = \frac{n J_n(q)J'_\ell(q) - J'_n(q)J_\ell(q)}{n J_n(q)H_{\ell}^{(1)'}(q) - J'_n(q)H_{\ell}^{(1)}(q)},
\]

\[
b_\ell = \frac{J_\ell(q)H_{\ell}^{(1)'}(q) - J'_\ell(q)H_{\ell}^{(1)}(q)}{n J_n(q)H_{\ell}^{(1)'}(q) - J'_n(q)H_{\ell}^{(1)}(q)}.
\]

Similar to formulas (1) and (2), we introduced the size parameter \( q = k_m a \) and relative refractive index \( n = n_p/n_m \). These coefficients are symmetrical: \( a_+ = a_\ell \), \( b_- = b_\ell \). The extinction, absorption, and scattering cross sections are given by \( \sigma_{\text{ext}} = 2aLQ_{\text{ext}} \), \( \sigma_{\text{abs}} = 2aLQ_{\text{abs}} \), \( \sigma_{\text{sca}} = 2aLQ_{\text{sca}} \), where \( 2aL \) presents the geometrical cross section (the length of the cylinder \( La \geq a \)), and related efficiencies \( Q \) for TE mode are expressed by coefficient \( a_\ell \) only

\[
Q_{\text{ext}} = \frac{2}{aL} \sum_{q = -\infty}^{\infty} \text{Re } a_n, \quad Q_{\text{sca}} = \frac{2}{aL} \sum_{q = -\infty}^{\infty} |a_n|^2, \quad Q_{\text{abs}} = Q_{\text{ext}} - Q_{\text{sca}}.
\]

The time-averaged Poynting vector is given by

\[
\langle \mathbf{S} \rangle = \frac{c}{8\pi} \text{Re}(\mathbf{E} \times \mathbf{H}^*),
\]

where around the cylinder the fields are given by \( \mathbf{E} = \mathbf{E}^{(0)} + \mathbf{E}^{(s)} \), \( \mathbf{H} = \mathbf{H}^{(0)} + \mathbf{H}^{(s)} \) while inside the cylinder \( \mathbf{E} = \mathbf{E}^{(t)} \) and \( \mathbf{H} = \mathbf{H}^{(t)} \). For the discussed case of normal incidence and the TE wave, the \( z \) component of the Poynting vector is zero (note that for a case of plane wave with circular polarization \( S_z \neq 0 \) even for the normal incidence); thus, all field lines lie within the \( xy \) plane. The components of the Poynting vector
in polar coordinates are \( \langle S \rangle \) and \( \langle S \rangle \). The field lines follow the solution of a differential equation:

\[
dr \frac{d(S)}{d\varphi} = r \frac{d(S)}{d\varphi}.
\]

To explain the radiative damping effect let us present the amplitude \( a_\ell \) as \( a_\ell = \Re I_\ell / (\Re I_\ell + i \Im I_\ell) \), where \( \Re I_\ell \) is used for the numerator of \( a_\ell \) in Eq. (7)

\[
\Re I_\ell = nJ_\ell (nq)J'_\ell (q) - J_\ell (nq)J'_\ell (q),
\]

\[
\Im I_\ell = nJ_\ell (nq)N'_\ell (q) - J_\ell (nq)N'_\ell (q),
\]

where \( N_\ell (q) \) is the Neumann function (in some books notation \( Y_\ell (z) \) is used for this function).

According to the well-known analytical properties of scattering amplitudes (see, e.g., Refs. 23 and 24), the poles of the amplitude correspond to eigenmodes. Now we have to expand \( \Re I_\ell \) and \( \Im I_\ell \) functions at small \( q \). Employing the well-known expansion for Bessel functions

\[
J_\ell (z) = \left( \frac{z^2}{2} \right) \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \left( \frac{z^2}{4} \right)^m,
\]

it is easy to obtain the leading term in the numerator of \( a_\ell \)

\[
\Re I_\ell \approx \begin{cases} 
\frac{n(n^2-1)}{16} q^2, & \text{for } \ell = 0 \\
\frac{n^{\ell-1}(n^2-1)}{2^{2\ell} \ell!(\ell-1)!} q^{2\ell-1}, & \text{for } \ell > 0.
\end{cases}
\]

In contrast to a spherical particle, where the Mie expansion starts with the dipole term \( \ell = 1 \) (see Refs. 3–6), the cylinder also contains the monopole term \( \ell = 0 \). The expansion of \( \Im I_\ell \) function at small \( q \) contains the product of convergent Bessel functions \( J_\ell (q) \) to divergent Neumann functions \( N_\ell (q) \). As a result the leading term in this expansion is presented by

\[
\Im I_\ell \approx \begin{cases} 
\frac{2n}{\pi q} + \cdots, & \text{for } \ell = 0 \\
\frac{n^{\ell-1}(n^2+1)}{\pi q} + \cdots, & \text{for } \ell > 0.
\end{cases}
\]

We omit the terms proportional to \( q \) and its higher powers in (14). Plasmon resonances at \( q \rightarrow 0 \) correspond to \( n(\omega)_{\alpha} = -1 \) for all modes with \( \ell \geq 1 \). It is different from the spherical particle where all the modes correspond to different resonant frequencies:24,25 \( n(\omega)_{\alpha} = -1 + i / \ell \).

Far from plasmon resonance frequencies the inequality \( |\Im I_\ell| > |\Re I_\ell| \) holds, thus, \( a_\ell = -i \Re I_\ell / \Im I_\ell \), which yields

\[
a_0 = -i \frac{\pi}{32} (n^2-1) q^4,
\]

\[
a_\ell = -i \frac{\pi}{2^{2\ell} \ell!(\ell-1)!} \frac{n^2-1}{n^2+1} q^{2\ell}, \quad \text{for } \ell > 0.
\]

One can see that the dominant term at small \( q \) is presented by dipole radiation with \( \ell = 1 \); thus, \( Q_{\alpha} = 4 |a_1|^2 / q \) and we arrive to Rayleigh formula (2). However, the exact plasmon resonance corresponds to the situation when \( \Im I_\ell (n,q) = 0 \). Thus, a correct description of the resonances requires accounting of \( \Re I_\ell \) contribution in the resonant denominators, which results in finite and real values \( a_\ell = 1 \) at the resonant frequencies even in the absence of usual dissipation, i.e., with \( \Im e = 0 \). For this “nondissipative” case with \( -1 < n^2 < 0 \) all the amplitudes tend to zero at \( q \rightarrow 0 \). With a bigger size parameter, these amplitudes demonstrate resonances similar to the Mie resonances of sphere24,25 (see in Fig. 1). The plasmon resonances arise at small \( q \) and \( n^2 < -1 \). They arise just for modes with \( \ell > 1 \) and do not arise for the monopole mode \( \ell = 0 \). These resonances for small \( q \) are extremely sharp. Trajectories of these resonances follow equation \( \Im I_\ell (n,q) = 0 \). To find this equation for small \( q \), it is sufficient to take into account the term proportional \( q^2 \) only. As a result, we arrive at the following:

\[
n^2 + 1 = \frac{\pi^2}{8} (n^2-1) \left[ 2 + n^2 - 4 \log \frac{qC}{2} \right], \quad \text{for } \ell = 1,
\]

\[
n^2 + 1 = \frac{\pi^2}{4} (n^2-1) \left[ \frac{1}{\ell} + \frac{n^2}{\ell+1} \right], \quad \text{for } \ell > 1,
\]

where \( \log C = \gamma = 0.577 \) is the Euler’s constant.

The trajectories of the first resonances on the plane of parameters \( (q,n^2) \) are shown in Fig. 2(a). At small \( q \) these trajectories follow Eqs. (17) and tend to limit \( n^2 = -1 \) at \( q \).
The width of the resonance, however, is determined by parameter \( \gamma = \pi \omega_p q^2 / 4 \), which plays the same role as parameter \( \gamma \) in (18). This dissipation is related to plasmon emission, i.e., radiative mechanism of dissipation. It is known that plasmon has a finite lifetime \( \tau_p \), which was estimated as \( 1 / \tau_p = v_F / a \), where \( v_F \) is the Fermi velocity of electrons (see Ref. 26). However, this mechanism is related to collision of electrons with particle surface. Pay attention that lifetime may vary also due to interaction with surrounding interfaces.\(^{27} \) Solution of Maxwell equations yields according to (19) efficient lifetime \( 1 / \tau_p = \pi \alpha^2 \omega_p / 4c^2 \), which is related to plasmon emission (radiative damping). The charges under approach of classical electrodynamics radiate when they move with acceleration. For example, the dipole rotated in one plane with constant angular velocity \( \Omega \) produces radiation with intensity \( I \sim \Omega^4 \).

As all amplitudes \( a_\ell \) at the frequencies \( \omega_\ell \) of the appropriate plasma resonances tend to one, we arrive to resonant scattering cross section

\[
Q_{\text{ext}} = Q_{\text{sca}} = Q_{\text{sca}}^{(\ell)} = \frac{4}{q_\ell^2} = \frac{4c}{a \omega_\ell},
\]

where \( \omega_\ell \) are resonant frequencies according to Eqs. (16) (contribution of nonresonant frequencies is small; thus, their input into the scattering cross section can be neglected). It is clear that Eq. (20) is quite different from Rayleigh formula (2). First, it is finite at exact resonance. Second, it has inverse dependence with respect to frequency. Third, according to Eq. (2) efficiency of scattering is sharply reduced with the reduction of the wire radius. The Eq. (20), however, demonstrates an opposite property. Fourth, the maximal field enhancement at \( r = a, \phi = \pi/2 \) for the case of Rayleigh scattering is divergent at exact resonance, \( |E|^2_{\text{max}} = (1/e + 1)^2 \).

With anomalous scattering, it remains finite at exact resonance, when \( \Re \varepsilon = -1 \) and \( \Im \varepsilon \to 0 \), \( |E|^2_{\text{max}} = 32 / \pi^2 q^4 \). Pay attention to the fact that the total scattering cross section at the resonance \( \omega_{\ell 0}^{(t)} = 2a L Q_{\text{sca}}^{(\ell)} \) does not depend on the radius of the wire and, hence, does not vanish at \( q \to 0 \). The obtained finite scattering cross section for a wire of zero radiuses (as well as the infinite field enhancement at \( q \to 0 \)) obviously is artifact related to the discussed nondissipative limit. In reality dissipation \( \varepsilon''_{\text{eff}} \) in Eq. (19) associated with the radiative damping should compete with \( \varepsilon'' \) describing the dissipation in (17). The anomalous scattering may be realized provided at \( \varepsilon'' \ll \varepsilon''_{\text{eff}} \), i.e., if

\[
\varepsilon'' \ll \frac{\pi q^{2\ell}}{2^{\ell + 1} (\ell - 1)!}. \tag{21}
\]

It is similar to the condition for spherical particles, found in Refs. 16 and 19. At any fixed value of \( \varepsilon'' \), the inequality (21) is violated at \( q \to 0 \). It means that anomalous scattering can be observed, but not for “too small” particles. Increasing \( \ell \) also results in infringement of an inequality (21). It means that with certain \( \ell_{\text{max}} \) the normal Rayleigh scattering is restored. The restriction (21) explains why the anomalous scattering was not revealed experimentally till now. First, for the majority of the investigated metals, such as gold and silver, the necessary condition \( \varepsilon''(\omega_\ell) \ll 1 \) is not carried out. Second,
the anomalous scattering can be observed only for a few first resonances $\ell < \ell_{\text{max}}$. It is illustrated in Fig. 3, where the spectral dependencies of extinction coefficients are shown for dielectric permittivity $\varepsilon$ according to Drude model (17) with different values of dissipation parameter $\gamma/\omega_p$. For metals $\omega_p \approx 10^{15} - 10^{16}$ s$^{-1}$ and $\gamma \approx 3 \times 10^{13} - 3 \times 10^{14}$ s$^{-1}$, thus, ratio $\gamma/\omega_p > 10^{-2}$ corresponds to highly dissipated media, $\gamma/\omega_p = 10^{-2}$ corresponds to “good metals,” and $\gamma/\omega_p = 3 \times 10^{-3}$ corresponds to a particular case of weakly dissipated media. From Fig. 3, one can see that the extinction cross section is finite at resonant frequencies even for the nondissipative limit $\gamma = 0$. At small $q$, only the dipole resonance can be detected, while the maximal resonance magnitude is strongly diminished with an increase of the dissipation rate. Even for $\gamma/\omega_p \approx 10^{-2}$, it is by the order of magnitude less than for the nondissipative limit. With a bigger size parameter, very sharp quadrupole and octopole resonances can be seen at the nondissipative limit. They cannot be seen even for “good metals” because these resonances are strongly suppressed by weak dissipation. However, for some particular case of weakly dissipated media, one can see in some range of size parameter the inverse hierarchy of resonances, when the cross section increases with an increase of order of the resonance, i.e., with an increase of $\ell$. For example the quadrupole resonance $\ell = 2$ may be stronger than the dipole resonance $\ell = 1$. Similar inverse hierarchy of resonances was also predicted for spherical nanoparticles.\cite{16,19}

The possible candidates for manifestation of anomalous scattering with nanowires are the same as suggested for anomalous scattering in nanoparticles:\cite{16,19} potassium in KCl matrix and aluminium in vacuum. One can see in Fig. 4 the inverse hierarchy of resonances for Al wire in some range of wire radius. Calculations were done according to the exact formulas (7) and (8). Optical properties of Al are taken from Ref. 28. Dependence $\varepsilon(\omega)$ for bulk Al is approximated by the Drude formula, where $\omega_p$ and $\gamma$ are regarded $\omega$ dependent to fit better with the experimental data.\cite{28} In order to take into account collisions of free carriers with the wire surface the effective collision frequency\cite{26} $\gamma_{\text{eff}} = \gamma + \nu_F/a$ is introduced. Here $\nu_F$ is the Fermi-velocity of electrons; $\nu_F = 10^9$ cm/s for Al.\cite{29} With small radius $a$, one can see only the dipole resonance, similar to Rayleigh scattering. This dipole resonance has a red shift with increase of wire radius. Other resonances are suppressed in full agreement with Eq. (21). However with $a = 60$ nm, the quadrupole resonance appears and with $a = 80$ nm, it becomes more intensive than the dipole one. Manifestation of inverse hierarchy is a clear confirmation of anomalous scattering effect. However, one should remember that oxidation of Al strongly suppresses the efficiency of plasmon excitation\cite{30} [Al$_2$O$_3$ is not transparent below 150 nm (Ref. 28)].

Although far-field effects of anomalous scattering are highly suppressed by dissipation, the most appealing manifestation of the anomalous scattering takes place in the near field where corresponding effects are less sensitive to dissipation rate.

III. ENERGY FLUX AND THE BIFURCATIONS OF THE POYNTING VECTOR FIELD

According to Eqs. (4)–(7), the field distribution depends, in general, on three parameters: size parameter $q$ and real and imaginary parts of dielectric permittivity $\varepsilon = \varepsilon' + i\varepsilon''$. We start with nondissipative material $\varepsilon'' = 0$, where effects of radiative damping are the most pronounced. According to our previous consideration, plasmon resonances arise at $n^2 = -1$. With $n^2 = -1$ effects of the anomalous light scattering can be seen in far field; see, e.g. scattering cross section in Figs. 2(b) and 3. With $n^2 = -1$ effects of the radiative damping cannot be seen in the far field; however, they produce complex modification of near-field structure. The reason for these modifications is the interference of a few different radiative modes, where contribution of different amplitudes $a_\ell$ varies vs size parameter. It is known that for a small spherical particle this interference produces a field distribution quite different from the dipole scattering.\cite{18,19} However, we expect that similar modifications of the near field for nanowire should be more complicated than for a sphere. The reason is that the resonant frequencies of different harmonics

FIG. 3. (Color online) Spectral dependencies of extinction coefficients for different size parameters: $q = 0.1$ (a), 0.5 (b), and 1 (c). Three curves in each plot correspond to different values of dissipation parameter $\gamma/\omega_p = 0, 3 \times 10^{-3}$ and $10^{-2}$. For nondissipative material $\gamma = 0$ one can clearly see three resonances at $q = 0.5$ and 1.

FIG. 4. (Color online) Extinction cross section calculated for Al with different radiuses of wires. Experimental values of $\varepsilon$\cite{28} were used in calculations.
FIG. 5. (Color online) Distribution of intensity \( I=|E|^2 \) for cylinder with \( \epsilon=n^2=2 \) (a) and \( \epsilon=n^2=4 \) (b) with size parameter \( q=50 \). Under approximation of geometrical optics light is focusing on the output surface of particle when refractive index \( n=2 \). Calculations were done with \( \ell_{\text{max}}=104 \). Incident plane wave, where \( E_{\parallel y} \), comes from \( x=\infty \).

with a sphere are well separated, whereas with nanowire they are quite close to each other.

We set the program for calculations according to formulas (4)–(7), using MATHEMATICA software\(^{31} \) and checked different test problems. We found the necessary number of terms \( \ell_{\text{max}} \) in sums from the accuracy of boundary conditions fulfillment. Namely, we used the condition

\[
\max_{0<\epsilon<2\pi} \left| E^{(y)} + E^{(x)} - n^2 E^{(z)} \right|_{z=0} \leq \delta. \tag{22}
\]

Another condition was related to structural stability of the Poynting vector field.\(^{18} \) It means that the vector field does not change qualitatively with addition of further terms in sums. This stability in our test problems starts with \( \delta =10^{-3} \). In our calculations, we set everywhere \( \delta =10^{-10} -10^{-11} \). From numerical calculations, a simple relation \( \ell_{\text{max}}=[2q]+4 \) follows, which is fair for a size parameter \( q<5 \). The square brackets mean the integer part. One should mention that the necessary number of terms within the Mie series for spherical particle is given by \( \ell_{\text{max}}=[q+4.3q^{1/3}] +1 \).\(^{32} \)

We also checked the accuracy of condition \( \text{div} \mathbf{S}=0 \) within the nondissipative media and limiting values of scattered fields. For \( q \ll 1 \) and frequencies that are far away from the resonance, our calculations are in agreement with Rayleigh scattering; see inset in Fig. 2(b). We also checked the other limit of big size parameter \( q \gg 1 \) (limit of geometrical optics) for the case of a transparent particle. It is known that for this case a complex pattern arises, which follows the exact analytical formulas for Kirchhoff integral approximation.\(^{33,34} \) For the case of a cylinder this approximation is described by Pearsey integral, which was analyzed in many papers.\(^{34-36} \) The complexity of the corresponding pattern is related to interference of a big number of contributing modes and wave caustics. We have made sure that our program produces wave caustics in the correct way. In Fig. 5, an example of the contour plot for distribution of intensity \( I=|E|^2 \) is shown for size parameter \( q=50 \). The Pearsey pattern can be seen well in the pictures. Thus, it is not surprising that case \( q \gg 1 \) leads to a complicated pattern of the Poynting vector field. Some of these patterns were investigated numerically in Ref. 9.

However for the case of a thin wire with \( q \ll 1 \), one can expect a simple pattern, which follows dipole scattering. For a case of normal incidence of radiation, the \( z \) component of the Poynting vector is identically equal to zero; thus, bifurcations of the Poynting vector field can be investigated on the \( \{x,y\} \) plane, following the equation \( S_d dx = S_s dy \) [or Eq. (10) in polar coordinates] for the field lines. As mentioned above, when the dissipation rate is not sufficiently small, one can face a situation with Rayleigh scattering. The generic picture for this type of scattering for a small radius with \( q =1 \) and \( \epsilon''=0.5 \) is presented in Fig. 6. It is quite similar to those for a point dipole, found in the Bohren paper.\(^{17} \) The phase portrait of the field flow contains a singular point (saddle 1 in Fig. 6), where the separatrixes separate the regions, where field lines either enter the particle or not. Inside the particle there also exists a singular point (node 1i in Fig. 6), where energy dissipates. However, as it was shown in Refs. 18–20, this “dipole type” of field structure appears just for a sufficiently big dissipation rate. With a low dissipation rate, the dipole approximation does not hold and the field structure is much more complicated. A similar effect exists for a thin wire.

In Fig. 7, we present a contour plot for the total value of the Poynting vector and corresponding field lines for a small size parameter \( q=0.1 \) and nondissipative case \( \epsilon''=0 \). One can see a complicated vector field, which contains eight saddles and eight centers. Two saddles [points 1 and 2 in Fig. 7(a)] are situated very far from the wire at distances of about ten times higher than the wire radius. Another two saddles [points 5 and 6 in Fig. 7(b)] are situated along the axis \( y \).
These singular points can be seen in calculations with their type with a small variation of of the particle arise on six points are situated on the particle border. Peculiarities on the border.

Upper pictures (a) present the panorama for the "big" distances up to $r = 15a$, while the bottom pictures (b) present the details of the Poynting vector inside and outside the particle within the region $r < 2a$. Numbers denote different singular points. Six singular points 1–6 are situated outside the particle and four points 1i–4i are situated inside the particle. Six other singular points 1b–6b are situated on the particle border.

=0. In addition, one can see that the scattered field contains two centers (points 3 and 4). Two centers (1i and 2i) are formed for the flux inside the particle. Two saddle points (3i and 4i) can also be seen inside the particle. Six singular points: four centers (1b, 2b, 3b, 4b) and two saddles 5b, 6b are situated on the particle border. Peculiarities on the border of the particle arise on six points $\phi_i$, where $S_i(a, \phi_i) = 0$. Singular points 1 and 2 arrive from the dipole mode $\ell = \pm 1$. These singular points can be seen in calculations with $\ell_{\text{max}} = 1$. Other singular points near the particle surface arrive from the quadrupole mode $\ell = \pm 2$. They can be seen in calculations with $\ell_{\text{max}} = 2$. The next modes with $|\ell| > 2$ do not produce new singular points, and the Poynting vector picture is stable. However, we have used in the calculations $\ell_{\text{max}} = 4$ to provide condition (22) with sufficient accuracy $\delta = 1.36 \times 10^{-13}$ ($\delta = 6.27 \times 10^{-10}$ with $\ell_{\text{max}} = 3$, but we are doing calculations with $\delta < 10^{-10}$ everywhere).

When crossing the particle border, the lines of a Poynting vector are continuous but not necessarily differentiable. The singular points are stable; they do not disappear or change their type with a small variation of $q$ and $n^2$ parameters. Singularities that are situated on the particle border cannot be referred to as usual singularities in the theory of non-linear oscillations, i.e., they do not correspond to points where both field components $\langle S \rangle$ and $\langle S \rangle_q$ tend to zero. The classical theory of oscillations deals with continuous smooth fields. In our case only $\langle S \rangle$, value is continuous on the particle border $r = a$, while the $\langle S \rangle_q$ component is discontinuous. Because of continuity of the field lines there is field refraction on the border. It is interesting to note that the angle of the Poynting vector incidence $\theta^{(i)} = \arctan(\langle S \rangle_q/(\langle S \rangle))_{r=a+\delta}$ and the angle of refraction $\theta^{(r)} = \arctan(\langle S \rangle_q/(\langle S \rangle))_{r=a-\delta}$ for the case $n^2 = -1$ are related to a formula, similar to Snell’s law

$$\sin \theta^{(i)}/\sin \theta^{(r)} = -1.$$ (23)

Naturally, refraction of the Poynting vector does not follow Snell’s law, in general. It is easy to see at limit $q \to 0$, which yields $\sin \theta^{(i)}/\sin \theta^{(r)} = 0$ (for this case $S_q \to 0$ and ratio of $S_r$ follows continuity of electric induction).

Thus, field lines are refracted into the same directions of normal, similar to ray refraction in the left-handed materials. One can clearly see this type of refraction in Figs. 6 and 7(b).

The existence of singularities of the center point type for nonabsorbing media is evidently permitted by the condition $\text{div} S = 0$. It is clear that the Poynting vector $\mathbf{S} \times [\mathbf{E} \times \mathbf{H}]$ is perpendicular to both electric and magnetic fields. Let us consider polarization with a fixed $z$ direction of the magnetic field. In this case polarization of the electric field in $\{x,y\}$ plane is perpendicular to Poynting vector lines. Thus, around the centers one has radially polarized light. Radially polarized light is quite an interesting physical object, which has been analyzed recently in Refs. 41 and 42. Radially polarized light can be focused to a spot size significantly smaller than that for linear polarization; it can be used for particle trapping, etc. There are a few known methods to generate radially polarized light in the vicinity of near-field aperture, either with the help of Mach-Zender interferometer or with the use of mode-forming holographic and birefringent elements (see Ref. 42 and the references therein). Scattering of light

FIG. 7. (Color online) The color in contour plots indicate the absolute value of the Poynting vector $|S| = \sqrt{S_r^2 + S_q^2}$, the white lines show the Poynting vector lines for $q = 0.1$ and $\varepsilon = -1 + 0i$. Upper pictures (a) present the panorama for the “big” distances up to $r = 15a$, while the bottom pictures (b) present the details of the Poynting vector inside and outside the particle within the region $r < 2a$. Numbers denote different singular points. Six singular points 1–6 are situated outside the particle and four points 1i–4i are situated inside the particle. Six other singular points 1b–6b are situated on the particle border.

FIG. 8. (Color online) Contour plot of $|S| = \sqrt{S_r^2 + S_q^2}$ and Poynting vector lines for $q = 0.35$ and $\varepsilon = -1$. Singular points 1–6 (out of particle), 1i–4i (inside the particle) and 1b–6b situated on the particle border (numbers are not shown) are of the same type as in Fig. 7. New singular points 7–10 present two saddles (7 and 10) and two centers (points 8 and 9).
on a cylinder with surface plasmon resonance presents a new method for the generation of radially polarized light in the nanoscale region.

An increase in the size parameter yields a complication in the phase portrait; a new saddle and center points arise. An example of the phase portrait for $H_9=0$ and the size parameters $q=0.35, 0.6, 1$ is shown in Figs. 8–10. One can see modifications in the phase portrait vs size parameter.

It is clear that additional singularities arise due to bifurcations of the Poynting vector field. To analyze these bifurcations, we follow the standard methods of the theory of oscillations. We shall start with the nondissipative case, which yields the most numerous transformations of the Poynting vector field. In Fig. 11, we present the trajectories of the singular points that are solutions of

$$\langle S(r, \varphi) \rangle_r = 0, \quad \langle S(r, \varphi) \rangle_\varphi = 0. \quad (24)$$

The positions of these points (and the number of points) depend on size parameter $q$. This bifurcation diagram in Fig. 11 shows that with $0.1 < q < 1.7$ there are five regions where the phase portraits are qualitatively different. The phase portrait within region I is similar to that shown in Fig. 7 and within regions II–IV in Figs. 8–10.

Now we can discuss the scenario of bifurcations vs size parameter, which is illustrated by the bifurcations sequence, presented in Fig. 12. With a small size parameter $q<0.315$ (region I) the phase portrait for a scattered field $r>a$ contains two saddles on axis $y=0$: one from the side of input radiation ($x>0$) and the second from the opposite side ($x<0$). These points numbered 5 and 6 in Fig. 7 also exist when the size parameter crosses the first bifurcation value $q=0.315$. However with a bit higher value of $q$ from the side of input radiation $x/a=4.837$, four singular points (7–10) simultaneously appear; see Fig. 8. Two saddles (points 7 and

![FIG. 9. (Color online) Contour plot of $|S| = \sqrt{S_x^2 + S_y^2}$ and Poynting vector lines for $q=0.6$ and $\varepsilon = -1$. Singular points 1–5 and 8–12 (out of particle), 1b–4i (inside the particle) and 1b–6b situated on the particle border (numbers are not shown) are of the same type as in Figs. 8 and 9. Two new saddles 11 and 12 appear after collapse of saddles 6 and 7 in Fig. 8.](image)

![FIG. 10. (Color online) Contour plot of $|S| = \sqrt{S_x^2 + S_y^2}$ and Poynting vector lines for $q=1$ and $\varepsilon = -1$. Singular points 1–5 and 8–12 (out of particle), 1b–4i (inside the particle) and 1b–6b situated on the particle border (numbers are not shown) are of the same type as in Figs. 8 and 9. Four new singular points 13–16 appear in the shadow region.](image)

![FIG. 11. (Color online) Trajectories of singular points vs size parameter $q$: $x/a=f_1(q)$ (a); $y/a=f_1(q)$ (b); $r/a=f_1(q)$ (c). Parametric plot (d) presents the trajectories of singular points with variation of the size parameter. Circles with numbers indicate positions of singular points at $q=1$ (see in Fig. 10).](image)

![FIG. 12. (Color online) A panorama of bifurcation sequence versus size parameter $q$. We use special icons to designate singular points and bifurcations: e.g., icon $\bigcirc$ indicates the saddle points, $\bigotimes$ is used for center (or focus in dissipative media), icon $\bigtriangledown$ means bifurcation point.](image)
10) move along axis \( y=0 \) in different directions. Another two singular points 8 and 9 are two centers, which move initially in two perpendicular directions. This bifurcation is quite unusual: four singular points within the phase portrait appear from "nothing." When the size parameter is diminished these four points approach each other and then collapse and vanish at \( q=0.315 \). It is well known from the catastrophe theory\(^{45}\) that for a generic one-parameter family such a bifurcation is considered to be "nontypical," i.e., a small perturbation should transform it into a sequence of bifurcations with the appearance of two singular points. However, in the discussed problem the "typical" bifurcation is forbidden by symmetry. As we consider nonabsorbing media (vacuum), the general condition \( \text{div } \mathbf{S}=0 \) coexists with the singular points of the center and saddle types only. On the other hand, the total Poincaré index should not change during bifurcation, which means that just an equal number of saddles and centers can appear (or vanish) during bifurcation. At the same time, the problem has symmetry in \( y \) direction, which plays the role of a selection rule. It is clear that the saddle and the center situated on \( y=0 \) axis do not fulfill the symmetry condition; while the Poynting vector around the center is directed from left to right in the upper half plane, it is clearly directed from right to left in the bottom half plane. Thus, the first "typical" bifurcation in our case is related to the appearance (or vanishing) of two saddles and two centers. This bifurcation is stable even when one considers a weakly absorbing media; the only change is that the centers are transformed to stable focuses. We are using an icon for the focuses within Fig. 12 to show the effect of weak dissipation (without the dissipation all corresponding points are centers).

The second bifurcation arises at \( q=0.422 \). When the size parameter changes from 0.315 to 0.422 saddles 6 and 7 move toward each other, they collapse at the bifurcation point and convert into other two saddles (11 and 12 in Fig. 9). These new saddles leave axis \( y=0 \) and move initially in two perpendicular directions. After this bifurcation just one saddle point 10 remains on the axis \( y=0 \) at \( x>a \).

The third bifurcation at \( q=0.771 \) repeats the scenario with the creation of four new singular points in the "shadow region" (13–16 in Fig. 10) at \( x/a=2.912 \). Saddles 13 and 5 move toward each other and collapse at \( q=1.1 \) (fourth bifurcation). Two new saddles (17 and 18 in Fig. 11) move initially in two perpendicular directions.

Thus, we have a typical bifurcation with the creation of two saddles and two centers, after which the two saddles convert to two other saddles. It leads to modification of the phase portrait (compare Figs. 9 and 10). These bifurcations first occur from the side of input radiation (\( x>0 \)) and later from the opposite "shadow side" (\( x<0 \)). Similar transformations appear inside the particle: at \( q=2.06 \) four singular points are created and at \( q=2.105 \) a bifurcation of two saddles into two other saddles arises.

We wrote the numbers of corresponding points along the trajectories in Fig. 11. We do not show further bifurcations with \( q>1.7 \) in Fig. 11 because of the strong overlapping of curves. We just note that bifurcations with a collapse of singular points are also possible. For example, eight points collapsed at \( q=1.93 \).

Dissipation also leads to modifications in the phase portrait. In Fig. 13, we show how the left branch of S-shaped solution with singular points 6–12 in Fig. 11 modifies vs the dissipation parameter. It illustrates the motion of corresponding bifurcation points on the plane of parameters \( q, \varepsilon'' \) (see lines I and II in inset). Lines III and IV present the trajectories of bifurcation points of the second (right) S-shaped solution with singular points 3–5 and 13–16 in Fig. 11. The third line V shows the trajectory of a particular point, where a corresponding solution enters into the particle. Each area on the phase diagram (see inset in Fig. 13) corresponds to a new type of phase portrait of the Poynting vector field. Thus, numerous modifications of the Poynting vector field exist with variation of size parameter and dissipation.

We do not show in Fig. 13 bifurcations related to the motion of internal points within the particle. However, these bifurcations also play an important role. We shall demonstrate for a particular case of a small particle with \( q=0.1 \). As we have mentioned above the Rayleigh scattering should be restored with increase of dissipation. Thus, the picture in Fig. 7(b) should be transformed into Fig. 6. This transformation is quite complicated and it arises after a sequence of bifurcations shown in Fig. 14. The "initial points," which correspond to \( \varepsilon''=0 \) are presented in the figure as well as their trajectories with variation of \( \varepsilon'' \). Fourteen singular points (from all the 16 singular points shown in Fig. 7) disappear during this transition from anomalous scattering to Rayleigh scattering. First, points 5, 3i, 1b, and 6b disappear at \( \varepsilon''=3.6 \times 10^{-3} \). These points move toward each other and finally merge and disappear. The same happens with points 6, 4i, 3b, and 4b; they merge and disappear at \( \varepsilon''=6.7 \times 10^{-3} \). Points 3 and 5b (as well as the symmetrical points 4 and 6b)
merge at \( \varepsilon''=4.6 \times 10^{-3} \). However, points 1 and 2 do not disappear. With \( \varepsilon''>0 \), they transfer from the centers to the foci and move toward the particle border, which reach at \( \varepsilon''=4.9 \times 10^{-3} \). These foci move along the surface into the direction of the “shadow part” of the particle with further increase of \( \varepsilon' \) value. Thus, at \( \varepsilon''=10^{-2} \) only four singular points remain in the phase portrait: two saddles 1 and 2, which move close to the particle (these points reach the particle border at \( \varepsilon''=0.1595 \)) and two foci 1 and 2, which produce two “optical whirlpools” (the term was suggested by Bashevoy et al.)

At \( \varepsilon''=0.1547 \), a new bifurcation occurs; four singular points appear at the point \( x/a \approx -1.2 \). The phase portrait of Poynting vector lines for \( \varepsilon''=0.16 \) is shown in Fig. 15(b). It contains only four singular points. Two saddles 1a and 2a move in different directions along axis \( y=0 \) and two centers 3a and 4a move initially in perpendicular directions. Saddle 2a reaches the particle border \( \varepsilon''=0.1574 \) and then continues to move inside the particle along axis \( y=0 \). Two centers 3a and 4a reach the particle surface at \( \varepsilon''=0.1718 \) as it is shown in Fig. 14.

At \( \varepsilon''>0.1718 \) two “former centers” 3a and 4a crossed the particle border. During this crossing, they “converted” from centers to nodes. One should remember that this “change in stability” is not a real bifurcation but some kind of “relay race.” In reality, Poynting vector lines inside and outside the wire are described by different equations. These equations have different singular points, the trajectories of which can be expanded formally to the whole space. The Poincaré index is conserved during bifurcations for each given set of equations. However at \( \varepsilon''=0.1718 \), the trajectory with nodes (inside the wire) crosses the trajectory of saddles (outside the wire). This crossing occurs on the particle border. Thus, at \( \varepsilon''=0.1718 \), we can see still four singular points as it is shown in Fig. 15(c) for \( \varepsilon''=0.173 \). We used in Fig. 15(c) the same notations 2a, 3a, and 4a [as in Fig. 15(b)] for the new singular points that arise due to “relay transition.”

The final transformation of the Poynting vector field with a further increase of \( \varepsilon'' > 0.1718 \) arise at \( \varepsilon'' = 0.1746 \). Two nodes and saddle move toward each other, and at \( \varepsilon'' = 0.1746 \) we have bifurcation, which results in the creation of a single node. At \( \varepsilon'' = 0.1746 \), the typical Rayleigh scattering picture is restored; see Fig. 15(d). The node inside the particle after this bifurcation continues to move along the axis \( y=0 \) into the direction of the center (it reaches the center of the wire at the limit \( \varepsilon'' \rightarrow \infty \)). One can see that the Poynting vector field shown in Fig. 15(d) is of the same type as in Fig. 6.

Similar numerous modifications of the Poynting vector field exist with variation of size parameter and dissipation. A brief overview of these modifications is presented in Fig. 16 as a set of the contour plots of the module of the Poynting vector vs \( q \) and \( \varepsilon'' \) parameters. The “dipole” type of the phase portrait appears just for the case of sufficiently big dissipation.

Additionally, we analyzed the stability of the Poynting vector pattern with respect to the radiation incidence angle. For this case, general formulas (Ref. 6) were used. The results show that all the patterns in Figs. 3–6 are stable. Generally, with a further increase of the radiation incidence angle the Poynting flux pattern becomes simpler. However, we can
expect some different effects in angular dependence for the case of nanotubes or for the case of cylindrical waveguide geometry. In the latest case, cylindrical geometry promotes radiative interaction with slow surface excitations.30

The efficiency of scattering evidently increases for smaller size parameters and smaller dissipation. As mentioned above, the theoretical limit at exact resonance, when \( \text{Re } \varepsilon = -1 \) and \( \text{Im } \varepsilon \to 0 \), yields \( |E|_{\text{max}}^2 = 32/\pi^2 q^4 \). It means that for the case of nanowire with ratio \( \lambda/a = 100 \) corresponding \( |E|_{\text{max}}^2 \approx 2 \times 10^5 \). Thus, this effect may play an important role in surface enhanced Raman scattering (SERS) near single nanowire or nanoparticle. Up to now big values of SERS enhancement \( \varepsilon |E|_{\text{max}}^4 \), which reach of \( >10^{10} \) in some experiments,45 were explained by distinct electromagnetic coupling between the localized surface plasmons in aggregates of nanoparticles,45–49 in multilayered metal core-shell nanostructures,50 or by effects near the edge of nanowire with non-elliptical (e.g., triangular) shape.51

**IV. CONCLUSION**

The analysis presented in this paper refers to light scattering by small wires with weak dissipation near plasmon resonant frequencies. The paradigm of simple “dipole type scattering” of objects the size of which is small compared to radiation wavelength exists since the time of Rayleigh and Debye. This paradigm is based on the calculation of the object polarizability in a constant and uniform electric field (see Chap. 92 in Ref. 21). However, this approach ignores the fields that arise due to plasmon emission near plasmon resonance frequencies. Near these frequencies, the scattering problem cannot be analyzed in the dipole approximation. It was demonstrated previously for a spherical particle,16,18–20,52 now we extend a similar effect to nanowires. A structure of the Poynting vector in the near field area is obtained. It is shown that small variations of the size parameter and/or the incident light frequency may lead to drastic transformations of the field distribution. Although the
majority of these reconstructions takes place for weakly dissipative materials, some of them still exist even for a relatively big dissipation, e.g., $e'' > 0.2$; see inset in Fig. 13. Such weakly dissipative materials exist (e.g., aluminium) or they can be created artificially. 53

Manipulation in the field structure can be used for different applications in nanooptics. For example, the areas with radially polarized light in nanoscale region have a potential interest for applications. In conclusion, we would like to say that numerous modifications in the Poynting vector field are quite general for weakly dissipating materials. Only with a sufficiently big dissipation one arrives at the “classical” dipole type of scattering.
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